An animated picture says at least a thousand words:

Selecting Gif-based Replies in Multimodal Dialog
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1. What are we trying to do? 4. Our Model: Pepe the King Prawn’ 6. How good are our models?

How accurate were the models in picking the exact gif
someone used in the test set?

Online conversations include more than just text, people like
using reaction gifs in their messages.
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Tweet: @USER is my hero
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Idea 1 (Tag-based): Some gifs have describe content/intent, 7. We deployed a Randomized Controlled
SO use a tag-based encoder for both gif and text Trial (RCT) in the real-world!
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The RCT ran for ~5
months, and made 8,369
replies to users.
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> Annotated Tags: [“thank’]

— Captions: Aww , thank you Idea 2 (CLIP-based): Simplify the gif encoder to use a We run a regression on score of the gif reply, considering

3. How to select a gif reply? Ranking approach! CLIP-like CNN-based Image encoder. variables including model choice, parent comment topic, etc.

Models are compared with the effect of
just randomly picking a gif

We compare text and gif representations to estimate the qif’s
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P ———— T probability proportional to its frequency (i.e. more
frequently-used gif are sampled more often) Code & Data: https://github.com/xingyaoww/gif-reply

Gif-Bot Slack App: https://github.com/xingyaoww/gif-reply-slack-bot
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