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Advantage of CodeAct

CodeAct Shows the Promise as a Strong Tool Use Framework (Table
2) Compared to Text/JSON, CodeAct achieves comparable or better
performance even in atomic actions (the simplistic tool use scenario)
where its control and data flow strengths are ablated.

Empowering Open-source LLM Agent
to be Better at CodeAct

Based on CodeAct framework, we build a CodeActinstruct
dataset to improve open-source LLM agents, covering
Agent-Environment Interactions spanning multiple domains.

Motivation

e Large Language Model (LLM) agents, capable of performing a broad range of
actions, such as invoking tools and controlling robots, show great potential in
tackling real-world challenges.

e LLM agents are typically prompted to produce actions by generating JSON or
text in a pre-defined format, usually limited by constrained action space (e.g.,
the scope of pre-defined tools) and restricted flexibility (e.g., inability to
compose multiple tools)

This work proposes to use executable code to consolidate LLM
agents’ actions into a unified action space (CodeAct).

Table 2: Atomic API call correctness on API-
Bank. The best performance is bolded, and the

second-best 1s underlined.

Table 3: Success rates (higher the better) and average turns required per
instance (lower the better) on M3ToolEval. The best results for each
model are bolded, and the second-best ones are underlined.

Example .
User: COdeACt @ Action Conversation N

unified action space in Natural Language

@ Find the sum of the reciprocals of the roots of
$xA2-13x+4=08. \lf
Assistant:

@ To find the sum of the reciprocals of the roots
of the quadratic equation $SxA2-13x+4=0S [...]

<ex >
Open-source LLMs <execute
import sympy

CodeLlama-7b-Instruct-hf 4.9 24 24 9.7 : 9.9 ok N s =¥ Software Package (Tool)
_ _ _ roots = sympy.solve(x**2 - X + — (e.g, Calculate, Download, Visualize)
CodeLlama-13b-Instruct-hf 4.9 49 4.9 9.8 ; : o lloeele] s UeeiT Eitemam&mory
COdeLlama—34b—IHStrUCt—hf 2.4 M M 9.9 . </execute> =1l (e.g, Database, Graph)
[...]
Llama-2-7b—-chat-hf 0.0 1.2 24 8.9 ; . Env: Titarface for Physical Wold
Llama-2-13b-chat-hf 00 00 0.0 9.7 ) yG*sart(17)/2 + 13/2) + 1/(13/2 - 3¥sqrt(17)/2)

Robots
L l ama-— 2 - 7 0 b _ chat _ h f 1 1 .0 ﬂ u 9. 1 Assistant: (eg, Househc;ld]Robots, Automated Lab) ) In itiate In teraction
Mi &t FE1~TR~THEEFHEt—30 « 1 0.0 37 1.9 10.0 The roots obtained are in symbolic form, which
) | ) S ) makes it difficult to evaluate the sum directly.
lemur-70b—-chat-vl 134 159 12.2 9.1

Let's use the quadratic formula to explicitly Outcome
Closed-source LLMs find the numerical values of the roots first. E.g., Execution results,
54.9 39.0 29.3 7.2

[ Automated error feedback
20.7 31.7 244 8.8
22.0 19.5 11.0 8.8
51.2 26.8 20.7 7.0
29.3 15.9 14.6 8.4
gpt—-4-0613 67.1 56.1 45.1 6.6
gpt-4-1106-preview 744 524 53.7 5.5
text-davinci-002 4.9 49 8.5 9.7
text-davinci-003 20.7 18.3 7.3 9.2

Frequency of Best-performing Format 1
Open-source 5]
Closed-source 7
Overall 12

Correctness (%, 1)
CodeAct JSON

Success Rate (%, 1)
JSON

Avg. Turns (])
JSON

Environment

Software Interface (API)

Format of Action Text

Format of Action CodeAct Text CodeAct

Interface for Computer

Open-source LLMs
CodeLlama—-7b-Instruct-hf : 12.0 17.0
CodeLlama—-13b-Instruct-hf . 7.8 14.0
CodelLlama-34b-Instruct-hf 12.0 16.8
Llama-2-7b—-chat-hf 11.3  25.8
Llama-2-13b-chat-hf : 85 373
Llama-2-70b-chat-hf 35.6 14.3 37.6
Mistral-7B—-Instruct-v0.1 2.5 2.3 3.0
lemur-70b-chat-vl 46.6 56.1

Closed-source LLMs

3 Informatlon Seeking
(e.g., Web search, Browsing)

- Chain-of-thought

- Self-Reflection

+ Improving Action from
Prior Observation

User <—start
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CodeAct Framework

CodeAct is a general-purpose framework that allows LLMs to generate

executable Python code as actions.

Table 1: The benefit of CodeAct compared to using Text/JSON for LLM action.
CodeAct for LLM action JSON or Text for LLM action

Conversation
E.g., Natural Language

Instruction or Feedback

() Observation

59.4
64.9
73.2
73.9
78.4
82.0
82.7
99.6
76.9

73.7
73.2
71.2
73.4
73.4
74.4
73.4
57.4
69.7

claude-2
claude—-instant-1
gemini-pro
gpt—3.5-turbo-0613
gpt—=3.5—-turbo-1106
gpt-4-0613
gpt—4-1106-preview
text-davinci-002
text-davinci-003

90
w

claude-2
claude—-instant-1
gemini—-pro
gpt—3.5~-tiirbo~0613
gpE—3..0~Eurbo~1106
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o We generate data by running stronger LLMs (e.g., gpt-3.5, gpt-4, claude) to interact with
the computer (information seeking, software package tool use, external memory) and
the physical world (robot planning).

e To retain the ability to engage in NL conversation, we mix multi-turn human-LLM natural
language conversations with CodeActlnstruct for LLM supervised fine-tuning (SFT).

74.4
75.4
75.4
76.7
69.2
75.4

Frequency of Best-Performing Format 1
Open-source
Closed-source

Overall

-
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Availability of Data 4 Large quantity of code available® for pre-training /X Data curation required for particular format

Data Mixture

Data Type Data Name # of Data Instances # of Total Tokens Avg. Tokens Per Instance

FireAct (Chen et al., 2023a 2,063 542,176 262.81
Agentlnstruct (Zeng et al., 2023 1,866 2,517,785 1349.30

HotpotQA ( 1,664 2,472,227 1485.71
MATH (Math, (Hce t al., 2021b 1,732 1,719,467 992.76
APPS (Code, (H:e setal.,2021a 647 1,235,472 1909.54
WikiTableQuestion (f.f‘ asupat & Liang, 2015 1,065 1,316, 246 1235.91
ALFWorld (Shridhar et al., 2020 2,031 3,838, 269 1889.84

7,139 10,581, 681 1482.24

20, 000 14,034,152 280.68
10,000 17,933, 861 1793.39
4,583 18,195, 878 3970.30
4,647 4,982,435 1072.18

69, 230 55,146, 326 796.57

X Requires careful engineering if feasible (e.g.,
define new tools to mimic if-statement)

Complex Operation (e.g., looping,
composition of multiple tools)

[0 DD =

v Natively supported via control and data flow Prior Work

Information Seeking
Software Packages (Tool)
Software Packages (Tool)

External Memory
Robot Planning

X Requires human effort to curate tools from

Availability of Tools scratch or existing software

¢ Can directly use existing software packages?

CodeAct Gets More Done with Fewer Interactions (Table 3)
CodeAct generally has a higher task success rate (12 out of 17
evaluated LLMSs). Moreover, using CodeAct requires a lower average
number of turns (12 out of 17 evaluated LLMs).

CodeActInstruct (Ours)

X Requires human effort to provide feedback or re-
route feedback from the underlying programming
language used to implement the tools

¢ Feedback mechanism? (e.g., traceback) is already
implemented as an infrastructure for most program-
ming languages

Automated Feedback

Single-Turn Reasoning
Multi-Turn Conversations
Multi-Turn Conversations

Multi-turn Reasoning

OpenOrca (Sub-sampled, (Lian et al,, ,_%"_7'-',7‘ "'%))
ShareGPT (Sub-sampled, (Anon - 3))
ShareGPT (GPT-4, (O ))
CapyBara( 023)

Total

We train CodeActAgent on CodeActInstruct and general
conversations with two variants of backbone LLM (Llama-2
/B and Mistral-/b).

o We find the resulting model excel in agent task that uses code
as action (both in-domain and out-of-domain).

! Including code demonstrating useful behaviors for LLM agents (e.g., task decomposulon coordlnatlon of multlple function calls to different tools). General Conversation

2 Human-written Python packages covering a wide range of appllcatlons are available on !
3 For example, in Python, errors and exceptions (ht //docs.python.org/3/tutorial/error: 11) are available. Most software
provides error messages in natural language to help huma.n progra:mmers debug thelr code CodeAct enables LLM to use them directly.

The ability to benefit from multi-turn interactions and existing
software packages. Thanks to LLM's extensive knowledge of Python
learned during pre-training, the LLM agent can automatically import the
correct Python libraries to solve tasks without requiring user-provided
tools or demonstrations.

Comparing CodeAct with Text/JSON: It gets more thing done in fewer
turns of interactions - up to 20% higher success rate w/ 30% fewer turns
on M3ToolEval

Instruction: Determine the most cost-effective country to purchase the
smartphone model '"CodeAct 1". The countries to consider are the USA,
Japan, Germany, and India.

Available APIs
[1] lookup_ rates(country: str) -> (float, float)
[2] convert _and_ tax(price: float, exchange rate: float, tax_rate: float) -> float

[3] estimate_ final price(converted_price: float, shipping_cost: float) -> float
[4]lookup_phone_price(model: str, country: str) -> float
[5] estimate_ shipping_ cost(destination__country: str) -> float

LLM Agent using [Text/JSON] as Action

I should calculate the phone price in USD for each country, then find the

=) Think

most cost-effective country.

(=) Think

== . Text: lookup_rates, Germany

Action ; W ;
JSON: {"tool": "lookup_rates",

@ Environment 1.1, 8.19

"country": "Germany"} </>| Action

countries = ['USA',
final_prices = {}

CodeAct: LLM Agent using [Code] as Action

I should calculate the phone price in USD for each country, then find the
most cost-effective country.

'Japan', 'Germany',

'India'l control & Data Flow of Code

for country in countries:

=) : Text: lookup_phone_price, CodeAct 1, Germany
ACtlon L] " " . " "n n n n n " " "
JSON: {"tool": "lookup_phone_price", "model": "CodeAct 1", "country": "Germany"}

@ Environment 700 Fewer Actions Required! )

exchange_rate, tax_rate = lookup_rates(country)
local_price = lookup_phone_price("xAct 1"
converted_price = convert_and_tax(
local_price, exchange_rate, tax_rate

, country)

shipping_cost = estimate_shipping_cost(country)

Text: convert_and_tax, 760, 1.1, 8.19
JSON: {"tool":

@ Environment 916.3

[... interactions omitted (look up shipping cost and calculate final price) ...]

</; Action

"convert_and_tax", "price": 788, “tax_rate": 8.19}

"exchange_rate": 1.1,

Text: lookup_rates, Japan
JSON: {"tool":

Action

"lookup_rates"”, "country": "Japan"}

[... interactions omitted (calculate final price for all other countries)...]

é’ Response The most cost-effective country to purchase the smartphone model is Japan
/ with price 904.60 in USD.

Success Rate (%)

gpt-4-1106-preview
gpt-4-0613
claude-2
gpt-3.5-turbo-0613

gpt-3.5-turbo-1106

Action Mode
Code as Action
JSON as Action
Text as Action

gemini-pro
text-davinci-003

Llama-2-70b-chat-hf

@ Environment 1.7, 6.19

final_price = estimate_final_price(converted_price, shipping_cost)
final_prices[country] = final_price

most_cost_effective_country = min(final_prices, key=final_prices.get)
most_cost_effective_price = final_prices[most_cost_effective_country]
print(most_cost_effective_country, most_cost_effective_price)

Re-use ‘min’ Function from Existing
Software Infrastructures (Python library)

é’ Response The most cost-effective country to purchase the smartphone model is Japan
: with price 904.00 in USD.

Average Number of Interaction Turns

Simplifies Complex Operations

60 70

& User

Here is a dataset about auto MPG: "https://huggingface.co/datasets/scikit-
learn/auto-mpg/raw/main/auto-mpg.csv'. You should download and load the
dataset from the URL, take a look at it, check for missing value, do a train-test
split, and train a regression model predicting its MPG. You should use
everything except "mpg" and "car name" as the input features.

&> CodeActAgent

To accomplish this task, I will use the pandas library to download and load the
dataset, check for missing values, and perform a train-test split. Then, I will use

the scikit-learn library to train a regression model.
Fimport pandas as pd
import numpy as np

from sklearn.model_selection dimport tr

ain_test_split
from sklearn.linear_m i

odel import LinearRegression

Doy ad and load the dataset
df = pd ead csv(

http fI uggingfac o/datasets/scikit-learn/auto
# (_h for m-;s‘lng \ﬂ.ues
D t(df null(). ())

?em Ve rows mth mi ng values
d'F df d opna()
# Per train-test spli
S df d op(columns=["mpg", "

-mpg/raw/main/auto-mpg.csv")

Use Pandas Library to Download,
Examine, and Process Data

rain_test_split(X, vy,

test_size=0.2, random_state=42)

Use Scikit-Learn Library to Split
Data and Train Regression Model

", np.mean((y_test - y_pred) ** 2))
e: ", r2_score(y_test, y_pred))

/tmp/ipykernel_12/1372561217.py in 7()
18 X_train, X_test, y_train,
19
20 # Train a regr'ession model
21 model = LinearRegres sﬁon()
--> 22 model.fi t()c train, y_train)
23
24 # Predict MPG fo st da
25 y_pred = model.pred‘lct(x_test)

rain_test_split(X, y, test_size=0.2 [...]

Self-Debug from
Automated Feedback

... [omitted for space]...

ValueError: could not convert string to float: '?!'

&> CodeActAgent

It seems that there is a data type issue in the dataset. The '?' character is present
in the data, which is causing the error when trying to convert the data to a float.

To fix this, I will remove the rows containing the '?' character.
== # Remove rows containing '?'
df = df.replace('?', np.nan)

df= df_dropna()

X = df.drop(columns=["mpg", "car name"])

e df[ mpg"]

X_train, X_test, y_train, y_test = tra
X, y, test_size=0.2, random_state=42

in_test_split(

ress‘ion()
el, 1' rain, y_train)
re d 1.predi t(x te t)
""Me squared error: ", np.mean((y_test - y_pred) xx 2})
e: ", ra2_score(y_te t y_pred))

Using CodeActAgent (based on fine-tuned Mistral-7b). No in-context demonstrations are provided to the model. Some messages are omitted for space. See

@ Environment
Mean squared error: 10.710864418838367
R*2 score: 0.790150038676035

&> CodeActAgent

The mean squared error is 10.711 and the RA2 score is 0.790, which indicates that
the model has a good fit with the data [...]

& User
Can you also give me the MSE and RA2 for the training set?

&> CodeActAgent

Certainly! Here are the mean squared error (MSE) and RA2 scores [...]

from sklearn.metrics import mean_squared_error
# Calculate MSE for training set
mse_train = mean_squared_error(y_train, model.predict(X_train))
# Calculate R*2 score for training set
r2_train = r2_score(y_train, model.predict(X_train))

Able to Answer follow-up Question Interactively

print("Mean squared error (train
print("R"2 score (traini

ing set):", mse_train)
ng set):", r2_train)

& Environment
Mean squared error (training set): 10.979255842373478
RA2 score (training set): 0.826001578671067

&3> CodeActAgent

The mean squared error for the training set is 10.979 and the RA2 score is 0.826,
which indicates [...]

o]
= User
Can you visualize the regression coefficient? You may access them via
model.coef and their names via model.feature names_in

&> CodeActAgent

Certamly' Here is a visualization of the regression coefficients [...]
mport matplotl ib. pyplot as plt

# Get regr ion effic
coef = model coef
# Get names of input features
feature_names = model.feature_names_in_
# Plot regression effi nts
plt.bar(fea e_names, coef)
plt.xlabel ("' I nput Feature')
plt.ylabel('Regression Coeff cient')
plt.title('Regression Coefficients')
# Display the plot
plt.show()

Use Matplotlib Library for
Data Visualization

& Environment
<Figure size 640x480 with 1 Axes>

& CodeActAgent

The regression coefficients are plotted as a bar chart, with each input feature on
the x-axis and the corresponding coefficient on the y-axis [...]

https://chat.xwang.dev/r/Vgn108G for complete interaction.

& User
Can you rotate the x ticks by 45 degrees for better readability?

& CodeActAgent

Certainly! Here is the updated bar chart with the x-ticks rotated by 45 degrees
for better readability:
. [..same code omitted...]

# Plot regression coeff1c1ents

plt.bar(feature_names, coef, tick_labels=False)

plt.xt1ck5(feature_name5, feature_names,

rotation=45, ha='right', fontsize=12)
[..same code omitted...]

(5] Emnronment

e 640x480 with 1 Ax

Cel'L In[l], 1-ine 1
T feature,names mode eature_names_in
9 # Plot regre
--=> 10 plt.bar(fe t
11 plt.xticks(fe t
rotat
12 plt.xlabel('Input Fe t
[...]
AttributeError

Self-Debug for Data
Visualization

: Rectangle.set

& CodeActAgent

It seems that the tick_ labels argument is not a valid argument for
the bar() function in Matplotlib. Instead, we can use the tick_params() function

to rotate the x-ticks [...]

[...same code omitted...]
plt.bar(feature_names, coef)
plt.tick_params(axis='x",

labelrotation=45, ha='right',
[...same code omitted...]

fontsize=12)

[3 rounds of self-debugging omitted for space]

& CodeActAgent

1 apologize for the confusion. It seems that the set_ xticks() function is not a
valid function in Matplotlib. Instead, we can use the xticks() function to set the
x-ticks and rotate them by 45 degrees for better readability. Here is the updated
bar chart with the x-ticks rotated by 45 degrees:
[...same code omitted...]

plt.xticks(feature_names, feature_names,

rotation=45, ha='right', fontsize=12)

[...same code omitted...]

@ Environment _
<Figure size 640x480 with 1 Axes> . .»

S User

[Stops Interaction]

e Such superior performance also generalize to out-of-domain

text as action.

e These agent capabilities does not come at the cost of the
model's general knowledge, coding, reasoning, and natural
language dialog capability!

Agent Tasks

Code as Action

Text as Action (OD)

Generic Tasks
(OD)

Overall

Average

Model

Size MINT (ID) MINT (OD) M3ToolEval (OD)

Miniwob++  SciWorld

MMLU HumanEval GSME8K

MTBench

Llama2 Base 7B
Llama2 Chat 7B
FireAct (CI ., 2023a) 7B
AgentLM( l., 2023) 7B
CodeActAgent (LLaMA 2) 7B

Open- source LLMs (LLaMA-2- based)
- 45.3
0. O . 48.0
0.0 44.1
28.9 48.7
0.0 25.5 50.6

12.8 14.6
13.9 27.7
3.5 12.4
15.4 24.6
18.1 38.3

Mistral Base 7B -
Mistral Instruct 18.8
CodeActAgent (Mistral) 57.4

_*

9.7
32.4

Open-source LLMs (Mistral-based)
-* =X - 60.1

0.0 0.5 . 53.8
12.2 46.2 15.9 59.1

30.5 52.1
29.3 43.3
34.7 58.0

gpt-3.5-turbo-0613 - 33.9
gpt-4-0613 - 68.6

38.2
70.2

Closed-source LLMs
51.2 66.7 A 70.0
67.1 69.4 . 86.4

48.1 57.1
67.0 87.1

" Some results are only available with instruction-tuned models.

' Try out CodeAct
in OpenDevin >

Eﬂu




