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Motivation Evaluating LLM in Multi-Turn Interaction Evaluating LLM with Language Feedback

* People have been using LLMs in multi-turn interactions (e.g., « Better single-turn performance does not necessarily entail We use gpt-4-0613 to simulate user feedback:
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Interaction Framework

LLM can (1) optionally express its reasoning process (“Thought”): (2) then
either interact with tools by generating and executing Python code through a
Python interpreter (“Execute”), or proposing a solution to the user (“Propose
Solution”).

o Baseline: LLM interacts with a lazy user (w/o language feedback) that only provides minimal
feedback on task outcome for up-to k interaction turns

Codellama (13B, SIFT) 14.51% (+7.84%)
. . . . . Vicuna-v1.5 (7B, SIFT) 12.63% (+9.04%)
o Informative: LLM interacts with a user (w/ language feedback) for up-to k interaction turns
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2, User | many insects Lily found. i Lemur-v1 (70B, SIFT) 7.68% (+7.51%)
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Task: Together Lily, David, and Bodhi collected 43 insects. Lily found 7 LLaMA-2 (7B, Base) 9.73% (+4.95%)
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Thought: To solve this problem, let's start by setting up equations [...]
assume that David found x insects. Based on the given information, Interaction Turn #4 Open-source LLM 10 20 30 40 50 60 70 80 90
Lily found 7 more than David, so Lily found x + 7 insects [...] & 0.3 4.1 7.2 .2 4.3 | +1.1 0.38
Execute: from sympy import symbols, Eq, solve ) Python Interpreter 0.3 7 8 10.2 9.7 87 | +1.9 0.53 Task Success Rate (%)
X, b = symbols('x b') Out[3]: 25.0000000000000
# set up the equation You have 2 steps left and 2 chances to propose solution left. CodelLLaMA 0.5 13.7 17.9 19.3 18.4 +4.1 0.70 No Feedback With GPT-4 Feedback
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solution = solve(equation, x) ' This is NOT GOOD. You made a mistake in calculating the number of 0.2 16.2 23.0 25.9 28.2 | +6.6 0.85
solution[0] . insects Lily found. You should have calculated the number of insects . 2.6 10.1 14.7 15.4 17.1 434 0.86
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U DS Gl Ll e e I e |- nsests = daiitinsects & 19 194 246 264 264 | +5.6 0.73 o GPT-3.5 excelled in task-solving but struggled with self-feedback.
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Fhought: [Apologize ...] Bodhi found b insects. David found half of what

Bodhi found, so David found (1/2) * b insects [...] Out[4]: 16.0000000000000 stronger GPT-3.5.

Execute: from sympy import symbols, Eq, solve You have 1 steps left and 2 chances to propose solution left. Vicuna-v1.5 0.0 6.7 12.3 15.4 12.6 | +3.4 0.77 Different Feedback Providers' Ability to Improve GPT-3.5's Performance
b = symbols('b') You should take the last step to propose a solution. 0.0 2.2 4.4 6.7 84 | +2.1 1.00

# set up the equation o . ‘
equation = Eq((1/2) * b + 7 + (1/2) * b + b, 43) am Yser (optional, LLM-simulated) Closed-source LLM

# solve the equation . chat-bison-001 0.3 15.9 14.2 13.0 14.5 —|—25 0.40 gpt-4-0613 (closed-source)
solution = solve(equation, b) : claude-2 26.4 39.9 36.0 39.8 39.9 | +3.1 0.81 B9.11%
—— claude-instant-1 121 322 392 444 459 | +8.0 0.84
Interaction Turn #3 Propose Solution: The number of insects Lily found is 16. gpt-3.5-turbo-0613 2.7 16.9 24.1 31.7 36.2 | +8.2 0.96 CodeLlama (34B, SIFT)
ﬁ Python Interpreter 2 User gpt-4-0613 - - - - 69.5 - -

Out[2]: 18.0000000000000 : . . . .
You have 3 steps left and 2 chances to propose solution left. Good job! You have successfully solved the task! [stops interaction] Evaluated LLM failed to produce parsable output as instructed in some cases. See §3.5 and Tab. A.7 for details.

T We identified potential undesired artifacts in its training data, which hurt its performance. See §3.5 for details. CodeLlama (34B, Base)

a Python Interpreter
' Out[1]: 18.0 - 0.25*b
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